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Background and Motivation

Problems: 
● Training with synthetic data faces performance degradation due to distribution gap 

between real and synthetic data. 
● Recent methods narrowed the distribution gap but are heuristic-driven, lacking theoretical 

guarantees.

Research questions:
● What properties can indicate the goodness of a synthetic dataset?
● How to generate a good synthetic dataset?
● How to efficiently train a predictor from a training set of both real and synthetic samples?
● How can the quality of a generator affect the generalization ability of the trained predictor?



Contributions

1. Theory: Two novel generalization bounds shows that for good generalization, 
synthetic data must be both similar to real samples and diverse enough to 
ensure local robustness.

2. Methodology: A novel loss function and training paradigm, guided by 
theoretical bounds, to jointly optimize data partitioning and model training for 
minimizing generalization errors.

3. Empirical Validation:  Our method consistently outperforms state-of-the-art 
few-shot image classification methods on multiple datasets when using 
synthetic data.



Definitions

𝑺 𝑎𝑛𝑑 𝑮 are real and synthetic datasets sampled from real and synthetic 
distribution,respectively. 𝒉 is a model.

Model-based discrepancy:

Local robustness in the area 𝑨:



Theoretical Analysis

Generalization Bounds:

Asymptotic Cases:



Methodology

Overall algorithm pipeline

Loss function



Experiments Results

Main experiment results of 16-shot fine-tuning settings



Ablation Studies
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